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Introduction 

The Light Field (LF) may be defined as the set of light-rays at 
every point in space traveling in 
every direction. The possibility of 
capturing this information provides a 
wide range of applications in various 
fields, such as surveillance, industrial 
and medical exploration, and 
immersive media technologies. In 
this sense, LF content allows novel 

ways to explore the captured scenes, like changing the parallax 
horizontally and vertically, and refocusing the content. 

This new imaging technology causes new challenges to the 
information processing system. To guarantee a successful 
development of the technology, the signal processing chain 
(coding, processing, delivering, storing) should take into 
account the peculiarities and the effects of possible impairments 
on the visual quality. To cope with these challenges, as 
experienced with previous audiovisual technologies, like 3D 
video, Quality of Experience (QoE) assessment is an essential 
factor. 

Therefore, this article addresses, on one side, the requirements 
for properly tackling the perceptual aspects in LF processing, 
and on the other side, the proper characterization of LF content 
according to its applications. 

The novel applications provided by light field 
technologies entail a reconsideration of the 
methods for assessing Quality of Experience, 
starting with a proper characterization of the 
light field content. 
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LF basics: Perceptual perspective 

Adelson and Bergen in [1] defined the plenoptic function  to 
represent the intensity of light seen from any viewpoint, at any 
time instant, for any wavelength of the visible spectrum. The 
complexity associated with its high dimensionality can be 
reduced for practical imaging applications, as shown by the 
four-dimensional parameterization of the plenoptic function, 
which represents each light ray by its intersecting points with 
two parallel planes [2]. Therefore, the LF can be considered as a 
collection of perspective images of same scene, each one taken 
from a different viewpoint. 

Content acquisition 

The previous statement leads to the most intuitive way to 
acquire LFs, based on camera arrays [3]. However, LFs can be 
also obtained by using plenoptic cameras, which are based on 
inserting a microlens array between the camera sensor and the 
main lens. The main lens creates an image that is re-mapped to 
the sensor by the microlens array, that provides multiple views 
of the scene in a single shoot [4]. The differences between both 
alternatives entail distinct processing of the content and 
perceptual effects. For instance, on one side, camera arrays 
provide a set of views with wider baselines and better spatial 
resolutions. On the other side, plenoptic cameras offer the 
advantage of being much easier to handle and provide a denser 
set of views, although they entail a complex decoding process 
of the raw data (including demosaicing, devigneting, 
rectification, etc.) that can introduce artifacts and whose 
perceptual effects should be further explored [5]. 

Representation formats 

Once the raw data is processed, it is possible to use different 
representations of the LF depending on the application under 
study. Among these, we can cite viewpoint images (a.k.a. sub-
aperture images in plenoptic cameras, representing the scene 
captured from different viewpoints), the entire plenoptic image 
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captured by the plenoptic camera, microlens images (a.k.a. 
elemental images or micro-images, captured by each microlens 
of the plenoptic camera), or epipolar images (containing depth 
information of the captures scene) [6]. 

Processing and encoding 

The different representation formats of the LF are directly 
related to the processing that is addressed in the following. One 
of the main issues regarding LF imaging is the extraction of the 
3D information of the captured scene. Nowadays, depth 
estimation and 3D reconstruction are active research areas [7]. 
Moreover, increasing the spatial and angular resolution of the 
acquired content is an important issue to be solved in order to 
offer improved image quality and 3D perception to the viewers 
[7]. Finally, given the high redundancy of LF content, many 
efforts are being devoted to the design of efficient compression 
techniques [6][8][9]. 

Rendering 

The rendering and display of LF content are also a major issue 
directly influencing end users’ QoE. For example, a simple 
approach is based on using conventional displays simulating 
LF applications, like interactive refocusing or viewpoint 
sweeping. To fully take advantage of the immersivity and 
interactivity of this content, head-mounted displays (HMDs) 
may be used if the content has been appropriately captured 
(e.g., omnidirectional LF content); at the same time, LF displays, 
which are still under development, will be the best way for 
visualizing LF content without the need of any other specific 
equipment (e.g., HMD, glasses, etc.) [3]. 

Related Works 

This section presents an overview of the first efforts towards the 
QoE evaluation for LF content that have been made lately. 
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Datasets 

Ongoing efforts are devoted to creating LF datasets, especially 
after the availability of affordable plenoptic cameras (e.g., Lytro 
and Raytrix). For example, the EPFL LF dataset provides 118 
images captured with the Lytro Illum camera and covers a wide 
range of high-level features [10] and the SMART LF dataset 
collects 15 LF images designed for image quality assessment [9]. 
Similarly, Daudt and Guillemot published a Lytro Illum LF 
dataset containing 43 images for various applications, such as 
depth estimation, inpainting and compression [11]. 
Furthermore, it is also worth noticing the existence of datasets 
generated by different devices, such as the Stanford light field 
archive [12] captured with a camera array, and synthetic LF 
dataset generated by computer graphics [7]. However, there is 
still a lack of further datasets with annotated data from 
subjective tests to support the research on LF technologies. 

Quality assessment 

The new possibilities that immersive media technologies offer 
to the user experience require a revision of traditional methods 
for QoE evaluation. For example, as the appearance of 3D 
content entailed the consideration of evaluating visual 
discomfort and 3D perception in comparison with conventional 
video content, factors involved in the new immersive 
experience should currently be addressed, such as full-parallax, 
adaptive refocusing, interactivity, immersivity, cyber-sickness, 
etc. In addition, other aspects of QoE evaluation should be 
further investigated, such as appropriate testing environments, 
methodologies, and proper test content.  

In this sense, some initial works have been proposed for 
evaluating the quality of LF content. In particular, various 
studies have been presented dealing with the quality 
assessment for LF compression algorithms. For example, Viola 
et al. [8] carried out a subjective test to compare different 
encoding approaches for LF images and analyzed the 
performance of traditional objective metrics like PSNR and 
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SSIM on this content. Similarly, Paudyal et al. [9] carried out an 
exhaustive analysis of subjective and objective quality 
evaluation of compressed LF images, using traditional 
methodologies and metrics. Apart from these approaches, only 
few works have addressed the QoE evaluation of LF in relation 
with other aspects, such as the visualization of LF content in LF 
displays (which are still under development) [13], and the effect 
of interactivity when the user is able to change the focus of the 
image and the viewpoint [14]. Taking this into account, further 
research on appropriate methodologies for subjective 
assessment and on reliable objective metrics for LF content is 
required to correctly evaluate perceptual and technical factors 
on the QoE. 

Characterization of LF content 

One of the main issues to deal with when assessing the QoE is 
the selection of contents to use in the tests under study, which 
should be based on visual characteristics and on the purpose of 
the experiment, rather than on personal preference or 
convenience [15]. This fact emphasizes the need for content 
characterization to model those aspects. In fact, important 
efforts have already been made to properly characterize 2D 
content, usually focused on analyzing spatial, temporal, and 
color features [16]. Moreover, the advent of 3D content with its 
new features (e.g., horizontal disparity, depth range, visual 
discomfort) showed the need for integrating  novel features for  
a complete data characterization [17]. 

In this sense, the novel characteristics and applications of 
emerging immersive media technologies require a 
reconsideration of content characterization. With this aim, we 
proposed a framework for characterizing and selecting LF 
content [18], which will be summarized in the following. This 
framework was especially designed for QoE assessment, 
considering the new applications that LF technology provides, 
such as adaptive refocusing and full parallax. 
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Proposed scheme 

The proposed framework is based on the analysis of various 
indicators representing 2D properties, together with 3D 
features and refocusing characteristics, given the importance of 
depth information provided by LFs and the novel possibilities 
of changing the focused elements of the content. The considered 
features are described in the following, and some illustrative 
examples are shown in Figure 1: 

- Spatial and temporal information: The SI recommended by 
the ITU is widely used for this purpose, so it was 
adopted in the proposed framework [16]. Similarly, 
altough the proposed framework was dedicated to LF 
images, the TI recommended by the ITU may be used 
for describing the temporal aspects of video sequences. 

- Colorfulness: It is an important visual feature having a 
significant impact on the perceptual quality of a scene. 
Thus, the proposed framework recomends to use the 
metric proposed by Hasler et al. [19], given its proved 
performance. 

- Contrast: This property conveys meaningful perceptual 
information (e.g., textures, entropy, etc.). In the 
proposed scheme, the use of the Gray Level Co-
occurrence Matrix (GLCM) is adopted for textural and 
contrast description [20]. 

- Depth map and depth histogram:  Different approaches 
should be used depending on whether the LF data has 
been acquired by camera arrays (e.g., multi-view 
methods) or by plenoptic cameras (e.g., especific 
methods based on multi-view correspondences or 
occlusions [21]), due to the different acquisition 
properties (e.g., baseline). In the proposed scheme, for 
simplicity, the Lytro Desktop software was used to 
obtain the depth maps and from them, the histograms 
were computed. 

- Disparity range: It defines the distance, in terms of pixels, 
corresponding to the nearest and furthest objects of the 
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scene. To obtain this, 
the range of the 
scene in terms of 
distances to the 

objects or the 
camera calibration 

parameters, are 
required. Also, pixel 
disparities may be 
obtained by  using  
estimation methods, 
such as the multi-

view stereo algo-
rithm [7], used in the 
proposed scheme. 

- Occlusions: Although it is one of the most important 
problems when dealing with 3D content, only few 
algorithms address occlusions in LF. In the proposed 
scheme the amount of occluded pixels was computed 
using the algorithm by Wang et al. [21]. 

- Refocusing range: This describes the region from the 
nearest to the furthest elements of the scene that can be 
focused. For this purpose, it is possible to analyze the 
properties of the disparity histogram, which provides 
information about the depth distribution of the scene (as 
shown in Figure 1). Also, some objective metrics may be 

helpful, such as those developed for coping 
with the blur effect, or some specific 
approaches for LF content, like the Multi-
focal Scene Defocus Quality (MSDQ) metric 
[22]. Finally, it is possible to use refocusing 
algorthims (e.g., “shift & sum” proposed by 
Ng et al. [4]) to determine the refocusing 
range going from the nearest to the furthest 
object in the scene. In the proposed 
framework, an implementation of this 

Preview 

   
Dataset Own EPFL Own 

Application 
Viewpoint changing Refocusing Viewpoint changing 

& refocusing 
Spatial Indicator 34.10 36.14 55.21 

Colorfulness 10.12 45.85 38.97 
Contrast 0.07 0.14 0.59 

Refocusing Range [-0.4,0.2] [-0.3, 0.4] [-1.4, 0.1] 
Occluded Pixels 930 813 171 
Disparity Range [-0.16, 0.22] [-0.16, 0.16] [-0.22, 0.79] 

Depth 
Distribution 

   
Figure 1. Characterization examples [18]  

 
Figure 2. 3D scatterplot with SI, refocusing and disparity ranges [18]. 
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algorithm was used to define the refocusing range [5]. 

The set of selected features can be graphically represented by 
different means based on the specific purpose, such as content 
selection based on a set of features. As an example, it might help 
to identify the lack of useful content as presented in the 
following. Figures 2 and 3 show two possible representations. 
In this case, images from different datasets where considered. 
A limited diversity of contents for important LF features, such 
as refocusing and disparity ranges might be noted. This may 
emphasize the need for generating and publishing more 
datasets for which the proposed approach for LF content 
characterization may be useful. 

Conclusions 

This article provided an overview of the perceptual aspects 
related to the processing and QoE assessment of LF content, and 
highlights the need for a revision of these aspects should be 

 
Figure 3. Scatterplot matrix of the main selected features [18].  
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addressed, given the new possibilities and applications 
provided by emerging immersive technologies. In this context, 
we also provided some insights on proper LF content 
characterization as a first step towards further research on QoE 
assessment. 
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